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Abstract 
 

Multihoming to upstream ISPs is a requirement for 
most IPv4 networks in today’s Internet, since 
multihoming brings benefits such as fault tolerance, 
traffic engineering, and policy selection to the sites. 
This paper firstly summarizes the IPv4 site 
multihoming practices and limitations, and then 
surveys the current IPv6 site multihoming approaches 
and point out that the shim6 is the most promising 
multihoming solution. In addition, this paper discusses 
the opportunities and challenges that multihoming 
brings to mobility and the security issues in 
multihoming environment. 
 
1. Introduction 

Multihoming (MH) refers to the phenomenon that 
one network end node accesses to the Internet through 
multiple network paths. The network end node here 
can be a host or a site (such as enterprise network, 
campus network, etc.). Since the host has not abundant 
requirements for MH, this paper mainly discusses the 
site MH, where a site gets multiple IP connectivity 
from several different ISPs. This paper does not 
involve the “multi-attaching” phenomenon that a site 
gets multiple IP connectivity from the same ISP, since 
this problem can be easily dealt with.  

MH to upstream ISPs is a requirement today for 
most IPv4 networks in the Internet, especially for the 
enterprise networks. With the deployment of IPv6 
network, IPv6 MH will be a very common 
phenomenon undoubtedly. 

Three main motivations for MH are [1]: (1) 
Redundancy. A site can obtain backup network path to 
the Internet via MH to several upstream ISPs. In the 
event of failure of the link to one ISP or failure of the 
ISP, the site can remain its IP connectivity to the 
Internet via the backup network path. (2) Traffic 
engineering (TE). Traffic engineering is an ability to 
control the path of the inbound and/or outbound traffic. 
For example, in order to increase the throughput, the 
site can distribute the traffic on the links attached to 

different ISPs. (3) Policy selection. A multihomed site 
can allocate different type of traffic to different ISPs 
according to its own policy. For example, certain ISP 
may offer a cheaper price than others for the VoIP 
service, thus, the multihomed site can allocate its VoIP 
traffic to that certain ISP. 
 
2. IPv4 MH practices 
2.1. The MH approaches for IPv4 

BGP based Approach. In this approach, the IPv4 
networks obtain a PI (Provider Independent) address 
space, and then announce this PI prefix as distinct 
routing prefix into the inter-domain routing system [2]. 
The main process is as follows: (1) The site gets 
connectivity to multiple ISPs; (2) The site obtains a PI 
address space from LIR (Local Internet Registries); (3) 
The site establishes BGP sessions to the attached ISPs, 
and propagate its PI prefix to the top level hierarchy of 
the routing system know as the default free zone 
(DFZ). This approach can satisfy the most 
requirements of MH and can deploy with an 
economical way, thus, it becomes the preferred MH 
approach for IPv4 networks. However, this approach is 
completely non-scalable. As the number of 
multihomed sites in the Internet grows, the number of 
routing prefixes that are injected into the global routing 
system increases linearly. This will lead to an 
unacceptable number of routing prefixes to manage in 
the DFZ of the Internet. 

The MH approach using NAT. This approach uses 
the PA (Provider Assignment) address assigned by 
each ISP to which the site is attached. And then the site 
uses NAT (Network Address Translation) to translate 
the multiple provider addresses into a single set of 
private-use addresses within the site [3]. In this way, 
the hosts within the site do not need to do any changes 
when the site switches to another ISP, since the hosts 
just use the private addresses.This MH approach 
requires no PI addresses and imposes no additional 
load on the Internet’s global routing system. The main 
problem of this approach is that if one path fails, 
existing TCP connections will break. Of course, the 



problems of NAT itself are also bought into this MH 
approach and some complex applications require 
explicit support for re-mapping the addresses and /or 
ports. 
2.2. The limitations 

As described above, the BGP-based approach has 
been the most popular MH method for the IPv4 
networks. Only a few IPv4 networks use the NAT-
based MH approach. However, a common opinion is 
that: the BGP-based MH approach is completely non-
scalable. 

From the situation of current AS number 
assignment, we can see what a big challenge the 
scalability problem is. As we known, the AS number is 
16-bit long, that is, there are 65,535 AS numbers 
aggregately. Up to February 2005, 35,000 AS numbers 
have been assigned. Of these assignments, 18,900 
(54%) are announced into the global routing system. 
But, of the 18,900 AS numbers, about 13,300 (70%) 
are assigned to enterprise networks [4]. Apparently, it 
is a common phenomenon to use BGP to achieve MH. 
[4] estimates the potential number of enterprises who 
want to be multihomed. Taking the USA for example, 
there are 650,000 enterprises of over 50 employees. If 
we assume that enterprises with at least 50 employees 
would require being multihomed, this would result in 
the explosion of global routing entry number. 
Therefore, when we develop the MH approach for IPv6 
networks, solutions without having the scalability 
problem inherent in the BGP-based approach should be 
emphasized. 
 
3. IPv6 MH approaches 

BGP-based IPv6 MH approach has not been 
feasible due to IPv6 address allocation policies and 
BGP advertisement prefix length restriction. There is 
no NAT in IPv6 at all, thus the NAT-based MH 
approach makes no sense for IPv6 networks. So, the 
major IPv4 MH solutions are not suitable for IPv6.  

 
3.1. Site-level MH approaches 
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Figure 1. IPv6 MH support at site exit routers 

This kind MH approach is transparent to the hosts 
within the multihomed site. The hosts within the 

multihomed site do not need to do any change in their 
network protocol stacks. IETF proposes several IPv6 
site-level MH approaches, including: IPv6 MH with 
route aggregation [6], IPv6 MH support at site exit 
routers [7], IPv6 MH with router renumbering [8] and 
IPv6 MH with routing support [9]. In this paper, we 
will only analyze two representative IPv6 site-level 
MH solutions: IPv6 MH support at site exit routers and 
IPv6 MH with router renumbering. 

IPv6 MH support at site exit routers. RFC3178 
[7] proposes an IPv6 MH solution with support at site 
exit routers. As shown in Figure 1, the multihomed site 
is connected to the Internet through 2 ISPs (ISPA and 
ISPB) using link1 and link2 respectively. Each of the 
ISP allocates an address space to the site. Besides, 
secondary links (link3 and link4) are established 
between the site and the ISPs. The site exit router RA 
of ISPA uses lin3 to connect with the border router 
BRB of ISPB, whereas the site exit router RB of ISPB 
uses lin4 to connect with the border router BRA of 
ISPA. Secondary links are usually implemented as IP 
over IP tunnels rather than real physical links. In 
normal conditions, the site uses the primary links 
(link1 and link2) to communicate. Once one primary 
link (e.g. link1) fails, the secondary link (e.g. link4) is 
set up to keep communicating.   This approach can 
preserve established TCP connections through link 
failure. And there is no need to advertise the site’s 
prefixes to the global routing system, thus this 
approach is fine scalable.  However, this approach does 
not provide fault tolerance in case of ISP failure. For 
example, in Figure 1, if ISPA fails, the primary link1 
and the secondary link4 also fail. Besides, this 
approach can not satisfy another two important 
requirements of MH: traffic engineering and policy 
selection.  

 

 
Figure 2. IPv6 MH with routing renumbering 

IPv6 MH with routing renumbering. This 
approach is firstly proposed in [8]. It uses the routing 
renumbering protocol[10] to switch network path. As 
shown in Figure 2, the multihomed site obtains two 
separate address spaces (PrefA:Prefsite::/n, 
PrefB:Prefsite::/n) from ISPA and ISPB respectively. 
In case of failure of certain ISP and/or certain link 



(taking ISPB and/or link2 as example), the site exit 
router RB would detect the failure and immediately 
would use the Router Renumbering protocol to 
propagate the information to other routers, such as RC, 
so this addresses (PrefB:Prefsite::/n) will not be used in 
any new connection. This approach provides both link 
fault tolerance and ISP fault tolerance. However, once 
the ISP or link fails, the existing TCP connections will 
be broken. If the site is in large-scale, the cost and 
difficulties of routing renumbering are both high. 

 
3.2. Host-level MH approaches 

As has been emphasized, host-level MH approaches 
discussed here are still used to achieve site MH. In this 
kind of approach, the hosts within the site need to do 
some changes in their network protocol stacks to 
achieve MH.  

 
Figure 3. IPv6 MH using mobile IPv6 

IPv6 MH using mobile IPv6. There is a natural 
link between MH and mobility. In Mobile IPv6 
(MIPv6) [11] mechanism, when a mobile node moves 
from one network to another, its IP address also needs 
to switch to the one assigned by the network to which 
the mobile node moves. This process is very similar to 
the address switch process in case of failure of one ISP 
or link attached by the multihomed site. Therefore, a 
very natural idea is that we can utilize the mobile IPv6 
mechanism to achieve MH. [8] describes the MH 
approach using mobile IPv6. This approach is to use 
the CoA (care-of-address) assignment mechanism to 
switch addresses if one ISP or link fails. As shown in 
Figure 3, suppose that the host A within the 
multihomed site communicates with host B through 
link1 and ISPA and uses the address 
PrefA:Prefsite:hostA as the HoA (home address). If 
ISPA or link1 fails, the address switch process is as 
follows: (1) When host A sends packets to host B, it 
fills the PrefB:Prefsite:hostA into the source address 
field of the packets. Besides, the packet carry a 
destination option which contain the HoA 
(PrefA:Prefsite:hostA). So, the devices on the path 
from host A to host B just see that the source address 
of these packets are PrefB:Prefsite:hostA. Only the 
destination host B replaces the source address by 
PrefA:Prefsite:hostA. (2) Host A sends a BU (Binding 

Updating) message to host B in order to notify 
PrefB:Prefsite:hostA as its CoA. (3) After sending a 
binding acknowledgement to host A, the destination 
address fields of the packets sent from host B to host A 
are filled with PrefB:Prefsite:hostA. Besides, these 
packets carry routing headers which indicate that the 
final destination address is PrefA:Prefsite:hostA. 
Consequently, all packets are sent towards host A 
using ISPB, and when packets reach host A, the 
destination addresses are replaced from 
PrefB:Prefsite:hostA to PrefA:Prefsite:hostA. This 
approach utilizes the existing protocol MIPv6 to 
achieve MH, and it can provide both link fault 
tolerance and ISP fault tolerance. The main problem of 
this approach is that how to guarantee the security of 
the BU message, which is implemented by Return 
Routability Check in MIPv6. However, Return 
Routability Check depends on the reachability of home 
agent and the home address. In the MH scenario, if the 
current using ISP/link fails, the home agent and home 
address also fail to reach. Thus, Return Routability 
Check can not work in the MH scenario. Some new 
security mechanism should be developed, which raises 
the complexity. 

 

 
Figure 4. Shim6 architecture  

Two space identifier/locator Solutions. Each host 
with the multihomed has such a feature: each host has 
multiple network paths to communicate. In most 
situations, this means the host has more than one 
locator, which is used to route and forward. The 
principal contradiction of MH is that how to preserve 
the existing TCP connections when the host switches 
the locators. As we know, the transport layer uses the 
identifier to identify the TCP connections. So, if there 
is no impact on identifier when the locator has been 
switched, that is, to divide the IP address function into 
two separate identifier/locator spaces, the existing TCP 
connections will not be broken since the identifier 
keeps constant when the locator is changed. IETF 
proposes several two space identifier/locater MH 
solutions, such as LIN6 [12] based MH solutions [13] 
[14], HIP [15] based MH solution [16] and the most 
noticeable MH solution: shim6 [17][18][19]. This 
paper only discusses shim6. In the shim6 approach, a 
new ‘SHIM6’ sub-layer is inserted into the IP stack in 
end hosts that wish to take advantage of MH (Figure 
4). The SHIM6 sub-layer is located within the IP layer 
between the IP endpoint sub-layer and IP routing sub-



layer. With the shim6, hosts have to deploy multiple 
provider-assigned IP address prefixes from multiple 
ISPs. These IP addresses are used by applications and 
if a session becomes inoperational, shim6 sub-layer 
can switch to using a different address pair. The switch 
is transparent to applications as the SHIM6 layer 
rewrites and restores the addresses at the sending and 
receiving host. For the purpose of transport layer 
communication survivability, the shim6 approach 
separates the identity and location functions for IPv6 
addresses. In shim6, the identifier is used to uniquely 
identify endpoints in the Internet, while the locator is 
used to perform the role of routing. There is a one-to-
more relationship between the identifier and locator. 
The shim6 layer performs the mapping function 
between the identifier and the locator consistently at 
the sender and the receiver. The upper layers above the 
shim6 sub-layer just use the unique identifier to 
identify the communication peer, even though the 
locator of the peer has changed. Hence, when the 
multihomed host switches to another locator, the 
current transport layer communication does not break 
up since the identifier is not changed. Currently, the 
shim6 mechanism is the most promising MH approach 
in the IETF’s viewpoint. This approach can provide 
complete fault tolerance. However, it also brings a lot 
of problems. For example: some protocols, such as 
ICMP6 [20] or Flow Control Protocol [21], can not 
work properly since the routers on the path can’t see 
the identifier of the host. Besides, shim6 itself can not 
do traffic engineering, which is a very important 
requirement of large-scale site. In order to provide 
traffic engineering, shim6 WG proposes a solution in 
which the exit routers rewrite the source addresses of 
the packets originated within the multihomed site [23]. 
Anyhow, shim6 is a good MH solution for mid or 
small sites. 

IPv6 MH using transport layer modification. We 
have seen that there are suitable host MH solutions at 
the IP layer; support for address changes added to the 
typical transport protocols is an alternative MH 
solution. The Stream Control Transmission Protocol 
(SCTP) [26] is one of these kinds of solutions. SCTP is 
a TCP-like reliable transport protocol that provides 
network-level fault tolerance by supporting host MH. 
Two multihomed hosts inform each other about all of 
their IPv6 addresses at the beginning of SCTP 
connection establishment. A SCTP connection regards 
each IPv6 address of its peer as a “transmission path” 
towards it. Each SCTP connection chooses one of 
these addresses as the primary transmission path, upon 
which data exchange will normally occur. Each end of 
the SCTP connection monitors all the transmission 
paths to its peer by sending HEARTBEAT chunks on 
every path that is not being used to exchange data 

chunks. The peer SCTP hosts acknowledge each 
HEARTBEAT chunk with a HEARTBEAT-ACK 
chunk. If the primary path becomes inactive, the 
sending host may automatically choose a new primary 
path or the user may instruct the local SCTP 
connection to use a new primary path. SCTP already is 
a quite mature protocol. The sites are more willing to 
adopt the mature protocol to achieve MH. However, 
transport-layer MH solutions have some common 
problems. Firstly, this kind solution has to design the 
separate MH mechanism for each transport protocol. 
For example, SCTP can not apply to UDP. Secondly, 
the multihomed sites have to develop and use new 
applications to suit for this kind protocol (e.g. SCTP), 
which raises the complexity and the difficulty of the 
deployment of this kind MH solution. Nevertheless, 
transport-layer MH approach provides a choice of MH 
solution for certain applications between the 
multihomed sites.  
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Figure 5. NAROS 

NAROS. Reviewing the above three host-level MH 
solutions, the common issue of them is that they can 
not provide traffic engineering since it is hard to know 
the status of inbound/outbound link of the site to the 
hosts within the site. To solve this problem, [27] 
proposes a mechanism called NAROS (Name, Address 
and ROute System), which is a solution to perform 
traffic engineering in an IPv6 multihomed site. 
NAROS is not intended to preserve TCP connections. 
Other mechanisms (e.g. shim6) can be used for this 
purpose. The rationale of NAROS is that the burden of 
selecting the source address is delegated to the 
NAROS server, which has access to all the 
requirements and informations about the actual 
environnement. An IPv6 multihomed host inquires a 
NAROS server to determine the source address to use 
to contact a destination. The NAROS server can use a 
round-robin or another scheme such as traffic cost 
when selecting the best address. Figure 5 depicts the 
scenario that the NAROS server instructs the hosts 
select the best address according to the traffic cost. 

We have seen that there are so many MH solutions 
for IPv6 networks. How to select a suitable approach 
for the site that wish to take advantage of MH? We 



make a comparison of several typical MH approaches. 
Except the three main requirements of MH: fault 
tolerance, traffic engineering and policy selection, we 
take the scalability as another evaluation criterion 
because the scalability has significant impact on the 
whole Internet. Besides, in view of the fact that the 
multihomed sites need not only the ISP/link fault 
tolerance but also the TCP survivability, we also take 
the TCP survivability as an evaluation criterion. Table 
1 is a brief comparison of the IPv6 MH approaches this 
paper discussed. 

From table 1 we can see, no one approach can fit all 
requirements of MH. The site should select the 
appropriate MH approach according to its certain 
demands. From the perspective of the IETF, shim6 is 
undoubtedly the most promising MH solution. As for 
shim6 itself can not achieve traffic engineering, 
another auxiliary solution in which the exit routers 
rewrite the source addresses of the packets originated 
within the multihomed site [23] can realize traffic 
engineering in a certain extent. Therefore, although 
shim6 still needs to improve continually, it is 
worthwhile to be the first choice. 

Table 1. Comparison of IPv6 MH approaches 
MH 
Approaches 

Redund
-ancy 

Session 
Survivability 

Traffic 
Engineering 

Policy 
Selection 

Exit Routers yes  yes no no 

Mobile IPv6 yes   yes no no 
Shim6 yes   yes no no 
Transport 
Layer  

yes   yes no no 

 
4. Related Issues 

In most cases, multihomed hosts may connect to the 
Internet via multiple interfaces. If these interfaces can 
attach heterogeneous networks, for example, one 
interface attaches WLAN and another attaches GPRS, 
in this way, the multihomed mobile node can roam 
through heterogeneous networks, which is impossible 
for the single-homed mobile node. In addition, if 
multihomed hosts connect to the Internet via multiple 
interfaces, the handoff latency can be reduced 
effectively [28]. In the traditional mobile IP 
mechanism, when the mobile node moves from one 
network to another, the handoff latency consists of two 
parts: (1) Link layer switch delay. This is the delay in 
establishing a connection with a new network at link 
layer when the connection quality with the existing 
network deteriorates or connectivity is lost. (2) 
Network layer switch delay. Once the link layer 
handoff is completed, the network layer switch process 
is triggered. This process includes that the mobile node 
discovers the FA (foreign agent) and a number of 
exchanges of messages. In traditional single-homed 
mobile IP mechanism, the link layer switch is a “break-

before-make” process, that is, it has to break the 
connection with the previous network before establish 
new connection with the new network. In the MH 
environment, the mobile node can try to establish the 
new connection while it still uses the old connection to 
communicate. In this way, delay of link layer switch 
can be reduced. Besides, the improved mobile IP 
mechanism [29] supports the registration of CoA 
(Care-of-Address) while there are two link 
connections. Thus, the delay of network layer switch 
also can be reduced. However, MH also brings some 
challenges to mobile IP. In MH environment, the 
mobile node may have multiple CoAs (Care-of-
Address) and HoAs (Home Address), thus, there are 
multiple tunnels between the CoAs and HoAs. In this 
case, how to create, select and modify the tunnels is an 
important research problem. IETF sets up Monami6 
WG [30] to study this problem. 

A feature of MH is that the network path of packets 
can change. This feature not only provides the fault 
tolerance but also brings some security problems. 
RFC4218 [31] summarizes the security issues of MH:  

(1) Using redirection attacks to cause packets to be 
sent to the attacker. In this way, the attacker can 
inspect and/or modify the payload. 

(2) Using redirection attacks to cause packets to be 
sent to a black hole. The black hole is an address that is 
nonexistent or unreachable. This attack causes the 
packets to be dropped by the network somewhere. 

(3) DoS/DDoS attack. An attacker can perform 
redirection to cause overload on an third party.  

(4) Influence on ingress filtering. Ingress filtering 
[32] is that the stub ISP just allows the packets with the 
source address prefix assigned by this ISP to traverse. 
Ingress filtering has widely deployed in the current 
Internet. However, the multihomed site always obtains 
multiple IP prefixes assigned by several ISPs. Thus, in 
order to support MH, the stub ISP may allow the IP 
prefixes that are not assigned by itself to traverse, 
which may bring some potential security problems. 
[33] discusses this problem in detail. 

(5) Privacy consideration. For the identifier/locator 
two space MH solutions, it is expected that the 
identifier can keep constant in a long time, which cause 
that the behavior of the multihomed hosts can be 
monitored easily. 

 
5. Summary 

After analyzing the IPv4 MH practices and 
limitations, this paper discusses the representative IPv6 
MH approaches proposed in recent time. The present 
state is that shim6 becomes the most promising MH 
approach from the viewpoint of IETF. Shim6 is a host-
level MH solution. It combines the advantages of a 



number of abandoned host-level MH approaches (e.g. 
WIMP-F [24], NOID [25], etc.) and it can achieve 
complete fault tolerance. Traffic engineering and 
policy selection can be achieved in a certain extent 
using the auxiliary solution in which the exit routers 
rewrite the source addresses of the packets originated 
within the multihomed site. Therefore, shim6 can be a 
first choice of the multihomed sites. 

How to do traffic engineering in MH environment is 
a research point. [34] points out that in the ideal case, 
the performance (response time) of the MH site that 
performs traffic engineering can enhance 40% over the 
single-homed site. [35] proposes a practical traffic 
engineering algorithm, which can make the 
performance of the multihomed site enhance on 15-
25%. [36] firstly proposes a traffic engineering 
algorithm which regards both performance and cost as 
the optimized factors. Besides, how to apply MH to 
seamless mobility and how to eliminate the security 
problems of MH are also worthy to study. 
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